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↑ New generation : 
    a higher resolution image from the MODIS sensor, satellite TERRA. 
    The same observation area as the right image, but more precise.

↓Old generation: 
   a lower resolution image 
   from the AVHRR sensor, 
   satellite NOAA.
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The important component of this network is the 

SINET international link between Japan and 

Thailand. This link has been connecting NII and 

NECTEC (Thailand) since 1994 for promoting the 

exchange of academic information between both 

countries. By connecting this international link to 

domestic academic networks (SINET / ThaiSARN), 

satellite data is now being exchanged between 

Japanese and Thai researchers just after the 

reception of data from satellites. Thus the sharing 

of satellite data on the Internet has significantly 

improved the extent and agility of environmental 

research in both countries.

NII is involved in this project with research 

interests in the application of network, image 

processing, and data mining research to real-world 

problems. Those research areas are of fundamental 

importance in the informatics community, and we 

believe the sharing and information extraction of 

environmental data is one of the key applications 

for the informatics community to apply state - of -

the - art ideas and to contribute to the society.

Near Real -Time International Sharing  
of Remote Sensing Data on the Internet

Recent advances in remote sensing 

toward (1) higher resolution, (2) more 

spectral bands and (3) higher temporal 

frequency, have increased the amount 

of satellite data. We receive to cope 

with ever increasing amount of satellite 

data, challenging research topics 

include the archival of data, the sharing 

of data among people, and the 

extraction of useful information from 

data. In this short article, we address 

the issue of sharing remote sensing data 

on the Internet for the near real-time 

monitoring of earth environment.

Toward this goal, we, National Institute 

of Informatics (NII), formed a research 

group that consists of researchers in Japan and 

Thailand, in which core members are from Institute 

of Industrial Science, University of Tokyo, and Asian 

Center for Research on Remote Sensing (ACRoRS), 

Asian Institute of Technology (AIT). The idea is to 

build an international network infrastructure for 

sharing satellite data, as illustrated in the schematic 

diagram below. On this network, Japanese and Thai 

researchers have started to share MODIS data from 

TERRA satellite as shown above, and other 

environmental satellite data such as NOAA AVHRR 

data.
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Approaches to high speed computing for huge 
amount of data

On the other hand, other members, University of 

Tokyo and ACRoRS, have started a WWW-based 

service to deliver satellite data to the general 

public, with the future plan of extending the 

service to various real -world monitoring purposes 

such as forest fire detection, flood monitoring, 

earthquake/volcano monitoring, agricultural crop 

estimation, and land-use monitoring. Since those 

monitoring applications are closely tied to social 

issues, the development of an easy-to-use interface 

for non-experts is another important research 

topic to improve accessibility to the data. 

( Asanobu Kitamoto, Research Associate, �

Research Center for Testbeds and Prototyping )

Because of the recent development of information 

technology, we can get tremendous amount of data, 

much more easily than we could in the past. Studies 

using this huge amount of data have been appearing. 

One of the biggest problems in these studies is how to 

solve problems related to such data, because 

problems become quite hard to solve when the 

amount of data is huge, even if they can be solved 

easily with a smaller amount. Several problems on the 

data, such as keyword search can be solved in a short 

time for a huge amount of data. But combinatorial 

problems, such as searching combinations of data 

satisfying a specified property, often would take more 

than thousands years. To speed up computation, we 

usually use super computers, or do parallel 

computing on cluster computers. Although these can 

reduce the computation time to 1/1000 of what would 

be otherwise, the problems take several years.

Efficient algorithms often do a good job of speeding 

up computation, especially for combinatorial 

problems. Algorithms are ways of calculating, are 

schemes for constructing software, or are 

fundamental theory for designing software. Similar to 

the fact that no good architecture can be built 

without good design, no good program can be made 

without good algorithm. Without devising algorithms, 

we have to spend a quite long time for computation.

For example, consider a problem of sorting a 

sequence of n numbers in the increasing order. If we 

use a bobble sort, a computer takes n2 basic steps in 

computation. A PC can execute 100 million basic 

operations per second at present, so it takes about 

10,000 seconds if n=1,000,000. If we use heap sort 

instead, a computer takes n log n basic steps, and the 

computation time is reduced to 0.2 second for 

n=1,000,000. Surprisingly, the factor is 50,000. The 

factor of increased speed grows with an increase in 

the problem size (see Figure 1). Thus, drastic 

improvements should occur.

When we model a practical problem to a 

mathematical model, we usually think about whether 

the model can be solved or not. If the problem 

formulated by the model is small, we concern 

ourselves with only the existence of solutions; 

however, if it is large, we also have to think about 

whether the solution can be obtained in a practical 

time span or not. That span depends on the problem; 

for some a minute, an hour, or a day is fine. An 

excellent model becomes impractical if the 

computation time is a hundred years. If we know 

what kinds of problems are solved in a short time, 

then it will be a good tool for constructing good 

models (see Figure 2). 

In the following, we show a research result we are 

currently studying. A clique is a subgraph, circled in 

Figure 3, such that every two vertices in the clique are 

connected by an edge. In network models such as 

web networks and dictionaries, a clique is regarded 

as a cluster composed of similar elements. By finding 

cliques, these models are analyzed. These network 

models are often huge, so, we are studying fast 

algorithms for finding the cliques.

Representations of the data for dictionaries and web 

networks form graphs ranging from 100,000 to 

100,000,000 vertices, and ranging from 1,000,000 to 

1,000,000,000 edges. If we find a maximal clique in a 

usual way, we have to spend at least 1 second, and 

usually 100 seconds. It takes 1 day, sometimes even 1 

year, to find many maximal cliques to classify all of 

the data. To speed it up, we developed two 


